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In November 2022, GIFCT launched its Year 3 Working Groups to facilitate dialogue, foster understanding, and produce outputs to directly support our mission of preventing terrorists and violent extremists from exploiting digital platforms across a range of sectors, geographies, and disciplines. Started in 2020, GIFCT Working Groups contribute to growing our organizational capacity to deliver guidance and solutions to technology companies and practitioners working to counter terrorism and violent extremism.

Overall, this year’s five thematic Working Groups convened 207 participants from 43 countries across six continents with 59% drawn from civil society (14% advocacy organizations, 20.8% academia, and 24.2% practitioners), 18.4% representing governments, and 22.7% in tech.

WG Participants

Sectoral Breakdown

- Advocacy 14%
- Government 18.4%
- Academia 20.8%
- Technology 22.7%
- Practitioners 24.2%
Beginning in November 2022, GIFCT Year 3 Working Groups focused on the following themes and outputs:

1. **Refining Incident Response: Building Nuance and Evaluation Frameworks:** This Working Group explored incident response processes and protocols of tech companies and the GIFCT resulting in a handbook. The handbook provides guidance on how to better measure and evaluate incident response around questions of transparency, communication, evaluation metrics, and human rights considerations.

2. **Blue Teaming: Alternative Platforms for Positive Intervention:** After recognizing a gap in the online intervention space, this GIFCT Working Group focused on highlighting alternative platforms through a tailored playbook of approaches to further PVE/CVE efforts on a wider diversity of platforms. This included reviewing intervention tactics for approaching alternative social media platforms, gaming spaces, online marketplaces, and adversarial platforms.

3. **Red Teaming: Assessing Threat and Safety by Design:** Looking at how the tech landscape is evolving in the next two to five years, this GIFCT Working Group worked to identify, and scrutinizes risk mitigation aspects of newer parts of the tech stack through a number of short blog posts, highlighting where safety-by-design efforts should evolve.

4. **Legal Frameworks: Animated Explainers on Definitions of Terrorism and Violent Extremism:** This Working Group tackled questions around definitions of terrorism along with the impact that they have on minority communities through the production of two complementary animated videos. The videos are aimed to support the global counterterrorism and counter violent extremism community in understanding, developing, and considering how they may apply definitions of terrorism and violent extremism.

5. **Frameworks for Meaningful Transparency:** In an effort to further the tech industry’s continued commitment to transparency, this Working Group composed a report outlining the current state of play, various perspectives on barriers and risks around transparency reporting. While acknowledging the challenges, the Working Group provided cross sectoral views on what an ideal end state of meaningful transparency would be, along with guidance on ways to reach it.

We at GIFCT are grateful for all of the participants’ hard work, time, and energy given to this year’s Working Groups and look forward to what our next iteration will bring.

To see how Working Groups have evolved you can access Year One themes and outputs [HERE](#) and Year Two [HERE](#).
Pathways to Meaningful Transparency

Introduction
Background

Transparency reporting can play a central role in preventing terrorists and violent extremists from exploiting digital platforms. It can help foster understanding and trust among stakeholders and create a basis for collective action against that exploitation. Effective transparency can underpin the design, evaluation, and continuous improvement of interventions, improve accountability, and ensure the protection of human rights and fundamental freedoms – both online and offline.

GIFCT convened the Year 3 Transparency Working Group with over 50 experts from a diverse range of organizations, stakeholder groups, geographies and disciplines to build upon the 2021 and 2022 work on transparency best practices and implementation. The 2023 Group set out to understand and articulate what meaningful transparency reporting is in relation to terrorist and violent extremist content (TVEC). In particular, the group sought to articulate the barriers to its implementation and make recommendations for the development of meaningful TVEC transparency reporting across the industry.

The 2023 Transparency Working Group members believe that transparency reporting could be utilized to make a more substantial contribution to the collective action against the terrorist and violent extremist exploitation of technology than it currently does. Accordingly, we have sought to make a meaningful and practical contribution to its development. The findings in this report reflect the majority position of active participants from the GIFCT Transparency Working Group, the balance of existing desk research, and dominant survey findings from a collaborative Polis online survey of TWG members and their organizations. The report outlines the current state of play, discusses sectoral barriers and risks to achieving effective transparency, explains how to reach an ideal end state for meaningful transparency, lays out what sectoral practitioners see such an ideal end state as looking like, and concludes by providing recommendations to improve progress toward that state. However, it should be noted that there are divergent views that would also benefit from further exploration.

Summary

Violent extremists and other criminals have leveraged and continue to manipulate available technology to suit their needs. GIFCT recognizes transparency as an important tool to empower collective action against that exploitation.
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2 Polis presents an opportunity to explore the different ways that a group of people thinks about a divisive or complicated topic such as transparency. To date, 39 different respondents have voted on the statements, presenting some degree of unanimity on the overall value of transparency reporting to industry, government, and civil society in countering violent extremism. See the Ideal End State section below for further details.
There has been significant growth in TVEC reporting in the last three years. The OECD found 15 of the top 50 most popular tech platforms issued TVEC-specific transparency reports in 2022, tripling the number published in 2020. Despite this growth, the lack of progress toward meaningful transparency continues to frustrate civil society organizations (CSO) and governments.

As governments, tech companies, and CSOs attempt to make progress on the practical implementation of TVEC transparency, they are confronted by both common and sector-specific challenges. While all sectors generally agree that transparency is always an important fixture, there are variations in expectations and definitions at almost every juncture. There are substantial differences in the way technology companies are categorized or defined, the designation of terrorist or extremist groups, expectations on the protection of user rights, and how harmful content is defined and categorized. Combined with a mostly voluntary reporting environment, the result has been inconsistency across reports. That has, in turn, led to criticism of both tech companies (for not meeting standards) and governments (for not enforcing them). The issue is further compounded when defining extremist content is aligned with the government of the day, thus creating not only a problem of definitional application, but also conflict between the business and policy arms of tech companies.

In addition to a need for sectors to jointly resolve the variations in definitions and expectations of transparency, there is a need for each sector and individual organization to resolve challenges specific to them. Governments and tech industry organizations are especially challenged by a need to find the right balance between transparency and protecting the privacy of citizens and platform users. CSOs will often have to balance opportunities for access to sensitive data and information against a need to remain independent.

A number of actors are seeking to improve the uniformity of transparency reporting, both uni- and multilaterally, in collaboration with emerging and established platforms. However, no organization or group has yet developed a widely accepted ‘standard’ for transparency that allows for meaningful interpretation of data across sectors. Simultaneously, the EU Digital Services Act is seen as the beginning of a transition from a primarily voluntary reporting environment to a more regulated one, whereby legislators may set the standard rather than sectoral stakeholders themselves.

To achieve a “healthy information environment” where meaningful transparency can be better attained, industry, government and civil society partners must limit the spread and impact of violent extremist content and support a strong, well understood, and clearly articulated balance between rights and freedoms, security and accountability. As a primary tool to track progress toward this desired end state, transparency reporting needs to enable industry and government partners to measure the efficacy of their interventions designed to safeguard rights and protect users and provide CSOs the knowledge
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to hold both to account for their commitments. To that end, transparency reporting should be based on trust, good faith, shared knowledge, common outcomes, and interoperability and comparability between industry and government reporting structures.

**Recommendations**

To evolve the current reporting landscape toward a safer, healthier, and more trustworthy information environment, transparency reporting should be provided in a manner that is more comparable across sectors and includes the information necessary to limit the spread of TVEC content while protecting rights and freedoms.⁴

We recommend:

1. GIFCT encourage its partners and members to work collaboratively toward articulating a clear set of desired outcomes and to weigh the acceptable level of risk inherent with balancing human rights, freedom of expression, and limiting the spread of TVEC content.

2. GIFCT support this approach by launching an international citizens assembly⁵ to surface global considerations and expectations for balancing risks and benefits related to combating TVEC in the information environment. This would provide a broader set of views that could enhance and challenge expert positions. For example, Canada’s Canadian Citizens’ Assemblies on Democratic Expression model released meaningful, citizen-generated advice on digital tech oversight designed to strengthen legislative decision-making for the digital ecosystem.⁶ Using globally tested methods, like that of the recent Global Assembly on Climate Change,⁷ and leveraging its extensive, international civil society partners, GIFCT could spearhead a consultation on ideal goals, outcomes, and risk tolerance to help inform the community’s ultimate goals.

3. GIFCT work with its partners and members to enhance existing reporting templates to create an adaptable basic format and skeleton design of a transparency report that focused on intended outcomes. This work should build upon existing guides and frameworks like those provided by Tech Against Terrorism⁸ or Susan Ness and Chris Riley’s “Modularity” framework (as a form of
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⁴ Further Information pertaining to the recommendations is provided in the full recommendations section later in the document.


multi-stakeholder, co-regulatory governance)\(^9\) to enable governments to align their approaches across different legal structures.

4. Recognizing the challenges for smaller industry partners and the barriers to entry that changes to reporting can create, GIFCT should continue to support new entrants by building capacity and leveraging industry and government support. eSafety’s Safety-by-Design initiative demonstrates the value in running industry-leading, capacity-building work alongside strict enforcement activities that could be emulated.\(^10\)

5. GIFCT take a leadership role by requiring its members to demonstrate how they are enhancing their reporting practices to include reporting against previously recommended outcomes and to enable comparability of findings across sectors.

**Current State of Play**

Terrorists and violent extremists have leveraged available technology to suit their needs. The GIFCT Transparency Working Group believes that transparency can empower collective action against that exploitation.

The effectiveness of specific transparency reporting in empowering that collective action depends on the reported content meeting the specific needs of multiple audiences. Each audience’s needs depend on their communities’ individual challenges and the interventions they are undertaking (or seek to undertake). To better understand the needs and expectations around transparency, the GIFCT Working Group utilized the survey tool pol.is to examine the perceptions regarding how tech transparency can help civil society, governments, and industry reach their goals.

The survey revealed several areas of inconsistency that currently exist in transparency reporting. For example, there was a substantial divergence among respondents between those prioritizing greater transparency around decision-making processes for content removal and those who emphasize a need for more data about the volume of removals. Interestingly, those respondents who argued for more data on volumes of removals were also the ones that indicated that current reporting structures had already contributed to their work.

The survey also identified several shared areas for improvement when it comes to the current state of transparency reporting in tech. For example, to collate and combine transparency information across platforms, respondents suggested that transparency reporting needs to be as consistent as can be realistically attained. It is recognized that transparency reporting frameworks should be flexible enough
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to accommodate the different capabilities and reporting metrics each tech platform has. Efforts to create a comprehensive or uniform transparency reporting framework has yet to successfully find a balance between a consistent structure that allows for cross-platform and sector-wide comparability and a working flexibility that meets the various needs of those within the TVEC response ecosystem. As a result, transparency reports have become more commonplace throughout the tech sector, without perceived corresponding successes in the fight against TVEC online within the same period.

The challenge within the current state of play is to find meaningful transparency standards without settling for the minimum requirements – and create a reporting environment that provides incentives for better reporting. As all respondents indicated in the survey, there need to be standards across the tech industry about what is meaningful transparency. Currently, there is considerable discretion as to what ‘transparency’ itself refers to, with a corresponding variation in what is included in transparency reporting. Reports vary from high-level descriptions of trust and safety efforts through to summary data on intervention events (such as the aggregated outcomes of takedowns and appeals). A significant variance in the meaning of transparency also exists across countries and cultures. This is especially true in how transparency is balanced against related and complementary concepts such as censorship, privacy, and freedom of speech.

As a result of the above discrepancies, reports that include data meaningful to practitioners can often be seen as inaccessible to individuals outside of that community. Reports that are pitched at a user level can fail to provide the depth of information and analysis that more expert practitioners desire. Even if the level of reporting is appropriately designed, the report may still satisfy one state’s conception of transparency without satisfying that of another. These issues, when amalgamated, have prevented more uniform transparency reporting.

TVEC transparency reporting has advanced substantially in the past five years. Of the global top 50 content-sharing services, five issued TVEC transparency reports in 2020 rising to eleven in 2021, and fifteen in 2022. Those 15 reports represent just over half of the 28 platforms on which TVEC was known to have appeared.

TABLE 1: Types of Transparency Reporting Measures

The growth of individual transparency reporting efforts has also been driven by the exploitation of individual tech platforms by violent extremists. Terrorism is theater, with hopes of reaching the greatest number of people in the shortest amount of time, and larger technology platforms represent an effective conduit. For example, the live-streaming platform Twitch was exploited by the Buffalo shooter in May 2022 when he broadcast his attack via a helmet camera. The platform – impacted by numerous hate raids, incidents of terrorism, pornography, extremism, and gore – responded by implementing new moderation and reporting tools to aid with transparency.12

The quality of TVEC transparency reporting has benefitted (and will continue to benefit) from the lessons and experiences across the wider field of transparency reporting. For example, the EU and Australian Codes of Practice on Disinformation have coordinated previously fractured reporting environments and driven improvements in data presentation, explanations about year-on-year variations, and ensuring reports are accessible.13

Improvements in transparency reporting techniques – including the contextualization of data, differentiating proactive detection from reactive removal, linking between reports and associated

policies, providing more detail on government takedown requests, and including data on reinstatements – are helping to better meet the needs of government and CSO stakeholders. The increased use of data visualizations and jargon-free language have also improved accessibility for a wider audience. An example of this new era of transparency reporting can be seen in Microsoft’s Xbox, which released its first transparency report in the second half of 2022. The report extensively details the actions it undertakes (and has undertaken) to protect players from inappropriate behavior, which includes cheating, profanity, sexual content, harassment, hate speech, and misconduct on its platform.14

Efforts to centralize and index transparency reports, such as the GIFCT Member Resource Guide,15 have assisted stakeholders working across the industry. The GIFCT membership requirements and partnership with Tech Against Terrorism16 ensure the reports listed in that resource guide meet minimum standards.

Despite this substantial growth in the volume and quality of transparency reporting, governments and civil society continue to criticize tech companies for failing to ensure clarity regarding specific audiences and objectives for their transparency reporting. And it is true that as a substitute for investing in more substantive efforts against TVEC, transparency reports from tech platforms can be reduced to a public relations exercise or used solely to demonstrate compliance with government requirements.

Civil society organizations often drive new regulatory approaches across sectors, but do not necessarily remain at the forefront of transparency reporting and regulation when it is engaged in by tech or by governments.17 This creates a sectoral disconnect, whereby those who conceptualize and prescribe updated regulatory approaches are not able to ensure that transparency reporting from the tech sector aligns with these updated approaches. This leaves tech companies almost unilaterally exposed to criticisms regarding a lack of clarity. Greater ongoing involvement of CSO transparency practitioners could ensure clarity regarding the specific audiences and objectives within tech’s transparency reporting.

To date, the majority of TVEC transparency reporting has been undertaken voluntarily, with individual technology companies making key choices about what information to present and how. The EU Digital Services Act18 (which takes full effect in February 2024) and the U.K. Online Safety Bill (which will likely pass into law in late 2023) mark a likely turning point. They will force large platforms to be more transparent about how their algorithmic systems work and seek to hold them to account for the wider societal harms linked to the exploitation of their services. Efforts to enforce transparency reporting have focused on big tech, and increasingly on their use of algorithms for the purposes of content surveillance.

moderation, monitoring, and feed curation. Through this administrative capacity, algorithms clearly play a central role in TVEC, and there is an increasing demand for greater algorithmic transparency within comprehensive tech transparency reporting. To date, this has not occurred, and substantive concerns remain about the possible harms that could arise from any algorithmic transparency being exploited, as even positive transparency mechanisms can be misused by bad actors.

As a result of the greater sectoral focus on the algorithmic debate and transparency efforts of larger tech platforms, smaller platforms that also host and invigorate TVEC activity are often able to avoid intense scrutiny, while the public understanding of TVEC activity becomes skewed. Indeed, within the current state of play, the inequities in prescribed transparency reporting between large and small tech companies (driven in particular by a distinct use of algorithmic content monitoring almost exclusively by larger tech platforms) continues to allow TVEC to filter through distinct platforms, and so still find a medium upon which to be digested by the radical milieu it aligns with. The voluntary nature of transparency reporting, even by the larger tech companies that are faced with more intense scrutiny, has prevented greater examination of this process.

To add to the evolving challenge, the current focus on industry does not hold governments accountable for their lack of transparency. Yet, as the majority of survey respondents reported, transparency related to counterterrorism cannot only be about industry. Governments need to be open about their actions online, too. Openness and transparency, especially about government data and information requests to industry, help protect everyone's freedom and privacy. The Christchurch Call to Action is currently working on guidance to aid government transparency reporting.

Within the current state of play, many actors are seeking to improve the uniformity of transparency reporting, both uni- and multilaterally. For example, the 2022 GIFCT annual review included a new component of GIFCT membership whereby attempts have been made to create a more consistent transparency framework for its member organizations to adhere to. In addition, recent GIFCT definitional frameworks – such as those put forward within the Definitions & Principles Framework Project – have attempted to increase taxonomic uniformity and help member organizations increase the external comparability of their transparency reports within the wider sector. The OECD, Christchurch Call, Action Coalition on Meaningful Transparency, Tech Against Terrorism, and GIFCT all have ongoing programs designed to improve TVEC transparency reporting. There are also a multitude
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of ongoing efforts to improve transparency reporting across parallel trust and safety issues such as mis-/disinformation and child sexual abuse material (CSAM).

To date, no organization or framework has emerged as the clear leader, and so – in spite of the efforts of these and various other organizations – meaningful transparency is still more an abstract goal to be attained than an operational framework to be implemented.

**Sectoral Perspectives: Barriers and Risks to Achieving Meaningful Transparency**

Transparency has emerged as a critical issue in the context of tech sector companies and social platforms, given their substantial impact on society. This section explores sectoral barriers and risks associated with achieving adequate transparency. It examines critical stakeholders, including tech sector providers, governments, and civil society, analyzing their challenges in promoting transparency. The findings contribute to the ongoing discourse on transparency and inform strategies for achieving a more accountable and responsible tech platform ecosystem.

**Tech Sector**

**Challenges faced by the tech sector in promoting transparency**: Tech platforms each have their own perspectives on transparency. They all face challenges in balancing transparency with content removal, protecting user privacy, supporting the security of their platforms, and preservation of proprietary algorithms. Overall, the tech sector believes transparency measures should be implemented while not compromising user privacy or revealing sensitive business information.²⁴

Tech companies face challenges in promoting transparency despite using tools such as intrinsic content filtering. Challenges include the need to account for their actions in public reports and the potential threat of increased regulation in response to socially harmful content, which could incentivize them to improve content moderation. Additionally, legislation has already been proposed to increase the transparency of tech sector algorithms. With respect to algorithms, global multi-stakeholder initiatives like the Christchurch Call have collaborated with tech firms to establish work plans on algorithms and positive interventions to scale up researcher access without compromising privacy, security, or proprietary information.²⁵ These challenges highlight the central role of transparency within effective tech sector regulation²⁶ in whatever form such regulation takes.

Opaque tech platforms are seen as immensely impactful upon the societies in which they operate, and

²⁵ The Christchurch Call, “Algorithms and Positive Interventions.”
Tech platforms increasingly recognize the role they play offline as much as online. The algorithms behind tech platforms may contribute to the rise of extremism and online radicalization.\textsuperscript{27} Online influences are portrayed as the main drivers of the spread and adoption of extremist ideologies, which often contain an element of collective grievance and subsequent acts of violence.\textsuperscript{28} Violent extremists and the morosely curious have exploited tech platforms to ensure haunting brutality stays online. Platforms are often faced with adversarial instances of people trying to circumvent their rules. Following the 2019 Christchurch Mosque attacks, tech companies came together through GIFCT (founded as a tech-run multilateral initiative in 2017 but transformed into an independent non-profit following the Christchurch attacks). GIFCT was devised to counter potential technology abuses, radicalizing events, and attacks. Adapting a technology used for years to block videos of CSAM, the GIFCT Hash-Sharing Database\textsuperscript{29} was created to assist member companies in rapidly detecting and sharing signals related to defined terrorist and violent extremist material to take action on their respective platforms.

**Tech sector perspectives on transparency:** Tech companies recognize that transparency is a central consideration for both consumers and regulators for providing insight into the nature of actions occurring within any platform.\textsuperscript{30} As industry transparency is a requirement across most regulated industries, there is (to an extent) a consumer expectation of transparency that has not yet been fully realized. Conversely, there is seemingly a lack of binding legislation to address the responsibility of the tech sector and tech platforms to protect democracy at the private, enterprise, and societal levels. Platforms can minimize and mitigate risks for societies through responsible action in the fields of human rights, education, and transparency of their algorithmic decisions.

**Government**

**Regulatory measures for promoting transparency on online platforms:** Possible regulatory measures for promoting transparency in the tech sector are being examined by governments and tech companies. For example, the EU Digital Services Act includes transparency requirements for tech platforms.\textsuperscript{31} Proposed U.S. legislation, such as the Platform Accountability and Transparency Act (PATA) and the Filter Bubble Transparency Act, aim to increase transparency by increasing access to tech firms’ internal data.\textsuperscript{32} There is a growing likelihood of government-implemented regulation in response
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\textsuperscript{29} “GIFCT’s Hash-Sharing Database.” GIFCT.com, accessed August 7, 2023, https://gifct.org/hsdb/


\textsuperscript{31} EU, “DSA.”

to socially harmful content on tech platforms. Some have suggested that a comprehensive system of regulation overseen by a government agency is needed to ensure transparency in tech platforms. Australia’s eSafety Requirements, for example, refer to measures and regulations aimed at promoting online safety, particularly for children and vulnerable individuals. The specific requirements may vary depending on the country or jurisdiction. For example, in the context of the U.K.’s Online Safety Bill, requirements focus on ensuring a safe online environment, combating illegal content, and protecting users (predominantly children) from online abuse and harm.

**Ofcom’s Planned Measures under the Online Safety Bill**: Ofcom, the independent regulator for the communications industry in the U.K., will be appointed as the online safety regulator under the proposed Online Safety Bill. Ofcom’s role would involve implementing and enforcing the provisions of the bill to ensure online safety through the following measures:

1. **Duty of Care**: The Online Safety Bill would likely place a duty of care on online platforms to ensure a safe online environment and protect their users from illegal or (in the case of child users) harmful content. Ofcom would oversee the implementation of this duty, including setting out specific expectations and standards for online platforms.

2. **Codes of Practice**: Ofcom is likely to develop and enforce codes of practice for online platforms. These codes would provide guidance on various aspects of online safety, such as tackling illegal content, minimizing the spread of harmful content, and protecting users from abuse and harassment.

3. **Reporting Mechanisms**: Ofcom would establish mechanisms for users to report harmful content and online abuse. Online platforms would be required to have effective and transparent reporting systems in place, allowing users to flag and report inappropriate or harmful content.

4. **Enforcement and Penalties**: Ofcom would have the authority to take enforcement actions against online platforms that fail to comply with the requirements set out in the Online Safety Bill. This could include fines, sanctions, and potentially even blocking access to non-compliant platforms in the U.K.

**Regulatory challenges in promoting transparency**: Regulators do, however, face challenges in promoting transparency in the tech sector. Governments and their constituent regulatory agencies are
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33 Government of Australia, “Basic Online Safety Expectations.”


imposing transparency requirements to address contemporary challenges online, such as misinformation, TVEC, and hate speech. While transparency is more beneficial in some instances, such as companies revealing information to regulators, it can also sometimes be seen as a violation of privacy. In addition, tech companies are contemporaneously facing the possibility of increased regulation in response to other problematic and harmful content on their respective tech platforms. For example, policymakers in the European Union and the United States are focusing on promoting transparency around algorithmic curation systems.

Overall, ongoing discussions and proposed legislation are aimed at increasing transparency in tech company algorithms. The other notable challenge is that some governments are inherently averse to attempts to regulate and control the wider tech industry. For example, U.S. trade negotiators have included Section 230 of the U.S. Communications and Decency Act into recent trade agreements to limit the extent to which international governments like the United Kingdom and Canada could maintain platform accountability. However, Section 230 was intended to protect free speech, not platforms themselves. Overall, there are ongoing discussions regarding proposed and upcoming legislation aimed at increasing transparency across tech platforms.

Regulatory bodies, such as the Federal Trade Commission (FTC) in the United States and the Information Commissioner’s Office (ICO) in the United Kingdom, play a crucial role in ensuring transparency and protecting user rights. They face the challenge of enforcing regulations that strike a balance between promoting transparency and fostering innovation. Regulators aim to develop frameworks that hold providers accountable for their actions, protect user privacy, and prevent the spread of harmful rhetoric and offensive content. Regulatory challenges in supporting transparency include providing adequate and concise disclosures to users, public reporting, and access to information. The New Zealand Christchurch, Charlottesville, Tree of Life, Tops Market, and other attacks, as well as the January 6th insurrection event at the U.S. Capitol, have highlighted the need for regulatory action and change to


address TVEC, hate group rhetoric, and subversive and radical content.\(^{45}\)

**Effective Regulation:** With the advent of new and emerging technologies and tech companies, there is a growing demand for regulatory action, with some having suggested that a new era of tech platform regulation may indeed be imminent.\(^{46}\) There are, however, trepidations about the efficacy of government regulation in controlling online content, particularly when it comes to issues such as hate speech, terrorism, and other crimes.\(^{47}\)

Achieving transparency in the tech sector is seen as key to maintaining democratic values, as a small number of companies have enormous control over what a broad swath of the diaspora sees, reads, and hears.\(^{48}\) However, there is agreement among tech companies, lawmakers, and regulatory bodies that transparency is necessary for upholding these values. Nevertheless, achieving transparency in the industry is a complex issue with challenges spanning data management and authenticity. Regulators face challenges in promoting transparency due to a constantly evolving compliance and reporting landscape. Maintaining stakeholder trust and meeting the expectations of these stakeholders is crucial.\(^{49}\) Established instances of ideological violence, catalyzed by the resultant actions taken by specific platforms, imply that we may be at a turning point regarding how business leaders and government bodies will approach tech platforms and social media regulation in the near future.

The EU Digital Services Act includes transparency requirements and on-site inspections like those in the banking industry.\(^{50}\) Proposed regulatory strategies include requiring tech platform disclosures regarding advertisements, promoting competition, and complex platform algorithms. Some tech companies have implemented more effective self-governance and unilaterally release transparency reports outside of a robust regulatory agenda. However, the lack of a multilateral, self–governing effort from all
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\(^{48}\) Paul Waters, "Social Media Transparency is Key for Our Democracy," Democracy Fund, August 11, 2020. [https://democracyfund.org/idea/social-media-transparency-is-key-for-our-democracy/](https://democracyfund.org/idea/social-media-transparency-is-key-for-our-democracy/).


\(^{50}\) EU, "DSA."
tech companies means there remains no conclusive answer as to the best regulatory approach for promoting transparency in the tech sector.

**Civil Society Organizations (CSOs)**

**Civil society perspectives on transparency for tech companies:** CSOs are non-governmental organizations that include proactive community-based groups, human rights defenders, activists, advocacy groups, academics, and humanitarian actors organized on local, national, and international levels. CSOs and their respective researchers can work (and have worked) with industry self-regulatory frameworks to assist in defining access parameters for transparency in tech sector platforms, but ultimately only government or intergovernmental agencies can effectively enforce them. Tech platforms must cooperate with local actors to fight issues like hate, extremism, election-related disinformation, misinformation, and the like, and international, national, and regional CSOs must encourage and support these efforts. CSOs have a critical role to play in the building of a culture of trust, safety, and integrity within the tech sectors and can act as watchdogs by exposing corruption and promoting good governance in transparency awareness, policy making, and advancing societal wellbeing. Overall, CSOs can foster consistency, accountability, and balance toward technology platforms and their expansion, growth, and diffusion.

**CSO’s role in achieving transparency:** Civil society plays a crucial role in achieving transparency. It is seen as an important agent for promoting good governance, including transparency, effectiveness, openness, responsiveness, and accountability. CSOs traditionally enhance transparency and accountability in the management of public resources. Additionally, civil society, along with the media, has a critical role to play in building a culture of integrity and promoting good governance and accountability. The role of civil society could enhance more uniformity across states and cultures in maintaining their boundaries of openness toward acceptable transparency norms, dialogue, and intergovernmental cooperation in content distribution across geographic diversity.

**Civil society initiatives for tech sector transparency and democracy:** Civil society initiatives are also vital for promoting transparency in the tech sector because of the significant impact the platforms have on democracy, as civil society can play a central role in balancing the power of the state. Collaborative partnerships between organizations and tech companies can improve the value of public debate and the integrity of democratic practices. The productive engagement of civil society with private sector
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technology companies and government partners can help shape and produce improved rights-based practices that factor in human rights and fundamental freedoms. Future initiatives might also focus on improving the digital security practices of civil society, human rights defenders, and media, as well as increasing their engagement on internet authority issues. Stronger protections are also becoming increasingly necessary to ensure safe and sustainable engagement with civil society actors who face growing risks of reprisals and retaliation when speaking out about human rights violations.

Academics and researchers also provide valuable insights into the technical, social, and ethical aspects of transparency. Their studies to understand the impact of algorithms, biases, and privacy practices can provide valuable insight, but should not be relied upon solely as their funding and access to data is limited. Their perspectives contribute to developing best practices, evaluating existing transparency measures, and proposing new approaches to enhance transparency. These organizations can use monitoring, reporting, and advocating for change to ensure improvements in policy.

Additional civil society institutions can also play a crucial role in assisting the promotion of social media accountability by monitoring, reporting, and stimulating good governance. Traditional media can further strengthen social accountability by assisting and promoting the work of CSOs.

**Stakeholder perspectives on the ideal end state for transparency:** Stakeholders expect transparency from organizations, and it is considered an essential part of regulatory feedback rings. Stakeholders are defined as those who may be affected by or influence an effort.

Ideal End State - Pol.is Survey Results

The Pol.is survey revealed insights into TWG and colleagues’ views of a desired end state for meaningful transparency. The survey asked the participants: What is the main goal / primary outcome that tech transparency will help civil society, governments, and industry achieve? The intention was to identify areas of consensus and note diverging views. The Pol.is tool also tracked how groups of respondents vote, offering a window into how sets of responses aligned. For greater detail on responses, see Annex 1.

Overall, the survey revealed strong consensus around the need for agreement upon standards and definitions, including the whole of the multi-stakeholder community. Along the same lines, survey participants agreed that content moderation reporting required metrics related to “prevalence” and not only raw numbers. The strongest level of divergence emerged with regard to the impact of transparency reporting on addressing TVEC and the extent to which organizations’ work changed in response to transparency reporting. Further differences emerged related to the overall value and effectiveness of transparency reporting, with a small number of respondents agreeing that meaningful transparency is a desirable end state, even if it has only a limited effect on countering TVEC.

Four different groups of responses emerged from the Pol.is results. The majority of respondents voted similarly, but three other, smaller groups held similarly divergent views (see Annex 1 for a full list of statements and votes by grouping).

- Group A respondents advocated for greater and more detailed transparency, voting more often for transparency around decision-making processes for content removal than more data about the volume of removals. They also agreed governments need to be open about their actions online, and found that openness and transparency, especially about government data and information requests to industry, help protect everyone’s freedom and privacy.

- Group B diverged from the rest of the respondents in a few areas. Notably, this group was the most supportive of GIFCT’s model of communication, but differed from the majority of respondents by disagreeing with the idea that openness and transparency about government data and information requests to industry help to protect everyone’s freedom and privacy.

- Group C’s voting pattern provides insight into how some working in this space see the relationship between industry and government responsibilities. Unlike the majority of respondents, this group found that transparency related to TVEC should only focus on industry, not government, and disagreed with the statement that “openness and transparency, especially about government data and information requests to industry, help protect everyone’s freedom and privacy.” Further, they disagreed with the need for transparency around decision-making processes or for industry to be required to maintain in-house counter terrorism experts.

- Group D, which represented a small number of participants, differed from the majority in how they saw the role that transparency plays in supporting the information environment. They agreed that meaningful transparency is a desirable end goal, even if it only has incremental value addressing TVEC. However, they noted that transparency reduces information asymmetry that leads to a power imbalance between platforms/governments and users. Interestingly, this group both disagreed with the idea that industry should be required to have in-house experts and did not agree that GIFCT has spurred a dynamic model of communication.

56 The Pol.is will remain active for six months, enabling GIFCT to track emerging and diverging views on the intended outcomes of transparency reporting following the release of the report. The Pol.is can be accessed at: https://pol.is/5fmrduaj8r.

57 As an operating feature, Pol.is provides preliminary analysis of survey results, which formed the starting point for this analysis.
Achieving an Ideal End State for Meaningful Transparency

Continuing operations in the absence of clearly defined goals limits the efficacy of interventions designed to address TVEC and the measurement tools used to track progress. As most of the pol. is survey respondents agreed, an ideal end state should not be a fantasy, but a model that balances security, individual privacy, and free expression, all founded on openness and transparency.

**Increasing transparency:** Increasing aggregate transparency is an effective means to advance public trust and address issues like privacy, content moderation, hate, terrorism, and bias. As the pol.is survey demonstrated, 100% of respondents indicated that meaningful transparency is good business and enables industry, government, and civil society to build healthier and safer online spaces. Increasing transparency on tech platforms is seen as an improvement for public trust and addresses issues such as privacy, content moderation, and bias.

**Promoting examples of successful transparency initiatives:** Transparency initiatives can improve content and increase diversity, equity, and inclusion in companies. Transparency tools such as freedom of information, transparent budgeting, and asset declarations can also have an impact on controlling corruption and promoting equity, and can help to drive powerful transparency initiatives by various actors within tech, government, and CSO sectors.

**Identifying strategies for accountability:** Effective strategies for tech platform accountability include centering human rights and looking globally to how platforms have failed marginalized communities and protected powerful interests. However, there is no central authority governing how tech platforms engage controversial content such as political ads, hate speech, terrorist content, conspiracy theories, and incitement to violence – all elements that evolve (and have evolved) with tech industry growth. This has left the identification of accountability strategies to individual states and platforms.

**Establishing corporate social responsibility in tech sector transparency for TVEC:** Corporate social responsibility has expanded to tech platforms, allowing for two-way communication between companies and end users. Transparency is a key aspect of corporate social responsibility, with consumers expecting companies to be open about all their practices, particularly those relevant to user safety and community security. Companies are under pressure to move beyond traditional marketing and prioritize corporate social responsibility,


**Conclusions**

To achieve a “healthy information environment,” industry, government, and civil society partners must recognize the need to limit the spread and impact of TVEC and maintain a strong balance between

rights and freedoms, security and accountability. As the report notes, the current shift to meaningful transparency is a solid step toward this goal, but more must be done to articulate a clear way forward supported by consistent, meaningful, and open reporting from industry and government.

A key factor for determining an ideal end state for transparency and the information environment comes from articulating the intended outcomes and understanding the acceptable level of risk that society is willing to collectively tolerate. Transparency reporting itself is not risk free. Civil society TWG members especially noted the potential risks for users about the sharing of private and/or personal information and views. While public transparency reporting is likely to remain at a high level, reporting to governments and regulators might be made available at a level that could be de-anonymized, putting already marginalized communities at further risk. Further, it has long been recognized industry focuses its efforts on what is measured and reported. To determine where efforts to improve and align transparency reporting should be directed, partners need to move beyond what is often perceived as crisis management and spell out their intended medium and long-term goals.

As a primary tool to track progress toward this desired end state, transparency reporting needs to enable industry and government partners to measure the efficacy of their interventions designed to safeguard rights, protect users, and provide civil society partners the knowledge to hold both to account for their commitments. To that end, the TWG articulated through its discussions and in the polis survey that transparency reporting should be based around trust, good faith, shared knowledge, outcomes, and interoperability and comparability between industry and government reporting structures. While current transparency work is moving in that direction, meaningful transparency requires a shared recognition of goals beyond simple “ticking the box” exercises.

**Trust, good faith, shared knowledge, and outcomes:** Civil society colleagues in the TWG stressed the importance of good faith and trust in terms of the quality of information provided through transparency reporting and the validity and openness of the reporting processes themselves. They expressed concerns with the sometimes performative elements of transparency reporting against TVEC, such as reports noting the volume of actions as opposed to their potential impact. They noted meaningful transparency is an essential element to tracking progress toward intended outcomes.

It was also recognized that trust is central for users, ensuring that their private communications or personal views are protected, and that aggregate data presented in transparency reports to government regulators cannot be de-anonymized. Outside traditional transparency reporting, members flagged concerns that continue to emerge with the risks of individual users being exposed through data provided to governments or law enforcement. From that view, ensuring that society maintains a level of trust in industry actions means that reporting needs to continue to include industry reporting on

59 Fishman, “Dual-use regulation.”

60 Rebecca Schultz et al., “Better Indicators for Better Regulation: The OECD iREG Experience:” La Mejora de La Regulación 907 (2019).

government requests to share knowledge of actions intended to counter TVEC among all stakeholders. Industry representatives mirrored that perspective, arguing that trust is a fundamental goal, not just for individual companies but between people that use services and platforms so they can understand (through reporting) exactly how companies are trying to enforce their values. One representative noted that this trust is the basis for their accountability to users. From that view, transparency reporting should be motivated by an acknowledgement that building communities is an important responsibility. Using the good faith approach, transparency reporting can foster valuable feedback about improving policies and systems that can aid in their development.

Industry representatives mirrored that perspective, arguing that trust is a fundamental goal, not just for individual companies but between people that use services and platforms so they can understand (through reporting) exactly how companies are trying to enforce their values. One representative noted that this trust is the basis for their accountability to users. From that view, transparency reporting should be motivated by an acknowledgement that building communities is an important responsibility. Using the good faith approach, transparency reporting can foster valuable feedback about improving policies and systems that can aid in their development.

**Comparability, not standardization:** An ongoing challenge that was raised in the group’s discussions related to the need both for a recognition of the challenges of standardizing reporting across the different companies and industries represented in the online environment, as well as the risks of different countries implementing requirements that differed from each other.

Beyond numbers, members flagged the importance of being able to compare the impact of platform responses to enable them to understand what is and is not working. Civil society partners stressed that an ideal end state needs to ensure that transparency reporting includes a sufficient breadth in the number of companies providing reports on TVEC, and in the depth of their reporting (including noting how threats break down by ideology, geography, etc.). Further, considering that TVEC content moves between distinct platforms and even between industry sectors (e.g., social media, video games, peer-to-peer messaging, etc.), ideal reporting should enable a macro-level understanding of shifts between online services, including changes over time. Not only would this provide insight into changing behavior patterns between targeted groups, but also could reveal elements of what is working for particular platforms and whether particular interventions in one space have instigated unintended or unanticipated risks and/or challenges in others.

**Recommendations**

To evolve the current reporting environment toward a safer, healthier, and more trustworthy information environment, transparency reporting should be provided in a manner that is more comparable across sectors and included the information necessary to limit the spread of TVEC content while protecting rights and freedoms.
To prove effective at measuring progress toward a safe, healthy, and trustworthy information environment, transparency reporting needs to provide the information necessary to simultaneously:

a. Allow governments and industry to assess the impact of their interventions, and
b. Enable regulators and civil society oversight to ensure that human rights, privacy, and competition rules are being met.

To that end we recommend:

1. GIFCT should encourage its partners and members to work collaboratively toward articulating a clear set of desired outcomes and to weigh the acceptable level of risk inherent with balancing human rights, freedom of expression, and limiting the spread of TVEC content.

2. Support this by launching an international citizens assembly to surface international considerations and expectations for balancing risks and benefits related to combating TVEC in the information environment. This would provide a broader set of views that could enhance and challenge expert positions. For example, Canada’s Canadian Citizens’ Assemblies on Democratic Expression model released meaningful, citizen-generated advice on digital tech oversight designed to strengthen legislative decision-making for the digital ecosystem. Using globally tested methods, like that of the recent Global Assembly on Climate Change, and leveraging its extensive international civil society partners, GIFCT could spearhead a consultation on ideal goals, outcomes, and risk tolerance to help inform the community’s ultimate goals.

2. A consistent foundation for comparability in industry reporting would drive industry reporting toward interoperability which would:

a. Encourage the comparability of reporting data across organizations and industry sectors,
b. Enable supportive civil society and government oversight, and
c. Reduce the risk of official regulatory requirements setting unachievable or unrealistic barriers for reporting practices.

To that end we recommend:

1. GIFCT should work with its partners and members to enhance existing reporting templates

---
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to create an adaptable basic format/skeleton design of a transparency report that is focused on intended outcomes.

2. This work should build upon existing guides and frameworks like those provided by Tech Against Terrorism\(^5\) or Susan Ness and Chris Riley’s “Modularity” framework (as a form of multi-stakeholder, co-regulatory governance)\(^6\) to enable governments to align their approaches across different legal structures.

3. Recognizing the challenges for smaller industry partners and the barriers to entry that changes to reporting can create, GIFCT should continue to support new entrants by building capacity and leveraging industry and government support. eSafety’s Safety-by-Design initiative demonstrates the value in running industry-leading, capacity-building work alongside strict enforcement activities that could be emulated.\(^7\)

3. **Meaningful transparency reporting requires all stakeholders to evolve current reporting systems and standards to capture and share information in a way that enables:**

   a. Progress toward a safe, healthy, and trustworthy information environment, and

   b. Comparability of findings across the tech sector.

To that end we recommend:

1. GIFCT should take a leadership role by requiring its members to demonstrate how they are enhancing their reporting practices to include reporting against previously recommended outcomes and to enable comparability of findings across sectors.

\(^5\) Tech Against Terrorism, “Tech Company Transparency Reporting.”

\(^6\) Riley and Ness, “Modularity”; Riley, “A Module Playbook.”

\(^7\) Government of Australia, “Basic Online Safety Expectations.”
## Annex 1: Pol.is Statement (by group consensus)

<table>
<thead>
<tr>
<th>Statement</th>
<th>Overall 34</th>
<th>A 16</th>
<th>B 11</th>
<th>C 3</th>
<th>D 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>There needs to be standards across industry (social media, games, other tech) about what is meaningful transparency.</td>
<td>96% 0% 3% (26)</td>
<td>100% 0% 0% (13)</td>
<td>85% 0% 14% (7)</td>
<td>100% 0% 0% (2)</td>
</tr>
<tr>
<td>2</td>
<td>Transparency helps to build an evidence base to support more effective policies.</td>
<td>94% 0% 4% (22)</td>
<td>91% 0% 0% (12)</td>
<td>100% 0% 0% (4)</td>
<td>100% 0% 0% (2)</td>
</tr>
<tr>
<td>3</td>
<td>An ideal end state shouldn’t be a #terrorist, but one that balances security, individual privacy and free speech, all founded on openness and transparency.</td>
<td>97% 3% 9% (32)</td>
<td>92% 0% 7% (14)</td>
<td>81% 0% 18% (11)</td>
<td>66% 33% 0% (3)</td>
</tr>
<tr>
<td>4</td>
<td>Meaningful transparency is good business and enables industry, government, and civil society to build healthier, safer online spaces.</td>
<td>90% 0% 0% (33)</td>
<td>100% 0% 0% (15)</td>
<td>65% 0% 9% (11)</td>
<td>100% 0% 0% (3)</td>
</tr>
<tr>
<td>5</td>
<td>We need more multilateral-defined standards to evaluate content moderation, developing on metrics like “prevalence” and not raw numbers.</td>
<td>90% 0% 0% (29)</td>
<td>90% 0% 0% (11)</td>
<td>100% 0% 0% (4)</td>
<td>100% 0% 0% (1)</td>
</tr>
<tr>
<td>6</td>
<td>Industry transparency helps build trust for users.</td>
<td>84% 0% 6% (23)</td>
<td>85% 14% 0% (14)</td>
<td>81% 0% 9% (11)</td>
<td>60% 0% 33% (3)</td>
</tr>
<tr>
<td>7</td>
<td>Transparency related to counter-terrorism isn’t only about industry. Governments need to be open about their actions online, too.</td>
<td>87% 0% 6% (31)</td>
<td>100% 0% 0% (14)</td>
<td>90% 0% 10% (10)</td>
<td>0% 65% 33% (3)</td>
</tr>
<tr>
<td>8</td>
<td>Openness and transparency, especially about government data and information requests to industry, help protect everyone’s freedom and privacy.</td>
<td>72% 15% 25% (30)</td>
<td>93% 0% 6% (16)</td>
<td>40% 30% 30% (10)</td>
<td>33% 33% 33% (3)</td>
</tr>
<tr>
<td>9</td>
<td>Tech companies that connect users should be required to have in-house counter terrorism experts or actively consult counter-terrorism orgs.</td>
<td>79% 14% 7% (28)</td>
<td>93% 0% 0% (15)</td>
<td>85% 0% 14% (7)</td>
<td>50% 50% 0% (2)</td>
</tr>
<tr>
<td>10</td>
<td>I would rather see greater transparency around decision making processes for content removal than more data about the volumes of removals.</td>
<td>81% 12% 6% (32)</td>
<td>100% 0% 0% (16)</td>
<td>66% 11% 22% (9)</td>
<td>0% 100% 0% (3)</td>
</tr>
<tr>
<td>11</td>
<td>Cumulative social harm caused by patterns of behavior over time by an actor needs to be captured in transparency reporting.</td>
<td>66% 10% 16% (6)</td>
<td>50% 25% 25% (4)</td>
<td>0% 0% 0% (0)</td>
<td>0% 0% 0% (0)</td>
</tr>
<tr>
<td>12</td>
<td>Transparent data practices enhance cybersecurity mechanisms by identifying potential vulnerabilities and risks associated with data handling.</td>
<td>50% 50% 0% (2)</td>
<td>50% 50% 0% (2)</td>
<td>0% 0% 0% (0)</td>
<td>0% 0% 0% (0)</td>
</tr>
<tr>
<td>13</td>
<td>Meaningful transparency is always a desirable goal, even if it’s in its pursuit - the possibility of TVE action is incrementally increased.</td>
<td>36% 27% 33% (18)</td>
<td>10% 50% 40% (10)</td>
<td>66% 0% 33% (3)</td>
<td>100% 0% 0% (1)</td>
</tr>
<tr>
<td>14</td>
<td>GFCT’s collaborative initiative has spurred a dynamic model of the communication users through responsible user behavior moderation.</td>
<td>37% 18% 44% (27)</td>
<td>28% 14% 57% (14)</td>
<td>66% 0% 33% (6)</td>
<td>66% 0% 33% (3)</td>
</tr>
<tr>
<td>15</td>
<td>To date, transparency efforts by tech companies have had a negligible impact on efforts to counter violent extremism.</td>
<td>30% 43% 26% (30)</td>
<td>28% 28% 42% (14)</td>
<td>33% 55% 11% (9)</td>
<td>33% 33% 33% (3)</td>
</tr>
<tr>
<td>16</td>
<td>My organization has altered its work program or approach to countering violent extremism because of information in a transparency report.</td>
<td>26% 26% 46% (30)</td>
<td>0% 50% 50% (14)</td>
<td>44% 0% 55% (9)</td>
<td>100% 0% 0% (3)</td>
</tr>
</tbody>
</table>
GIFCT is a 501(c)(3) non-profit organization and tech-led initiative with over 20 member tech companies offering unique settings for diverse stakeholders to identify and solve the most complex global challenges at the intersection of terrorism and technology. GIFCT’s mission is to prevent terrorists and violent extremists from exploiting digital platforms through our vision of a world in which the technology sector marshals its collective creativity and capacity to render terrorists and violent extremists ineffective online. In every aspect of our work, we aim to be transparent, inclusive, and respectful of the fundamental and universal human rights that terrorists and violent extremists seek to undermine.